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Digital Transformation

Initiatives must consider how vast stores of legacy
information can integrated into the future digital
environment.

Case Study

This case study will look at a company acquisition and
shows how a large incoming data set was handled.

Applicability
The methodologies and approaches could be
applied to any digital transformation project.

The challenge
Vast amounts of structured and unstructured data.

Desire to do clever stuff with it.
How can it be done?



Holistic Infor

Consulting

Software

Services

Clients include
supermajors,
independents,

governments, standards
bodies and service
companies

0 FI_ARE Copyright © 2019, Flare Solutions Limited

mation Management

Flare was formed in 199¢
Evergreen solutions and has been evolving a

A Operate more efficiently applying its holistic

A . information management
Make better decisions approach since then
A Reduce risk 4

A Augment existing solutions

bp Chevron P . by
Iow & i
W % & oo T @ 29 L )
- A
/T‘i'f % 6 QY o r ECIM :CDAi C‘PP
Statoil BG GROUP emn perronas  OMV Nees DA A G———
ConocoPhillips  Denbury © g centrica fie @energistics
cenovus Santos DIONG rari=man
‘‘‘‘‘‘ au : E] HALLIBURTON
==
nexen 9'THACA \
0 - === sgi Schiumberger
(]
sse il 55w
’ bhpbilliton KNS = Ophlf'
, i . ==
Anadarig? Rt GNGI@  TortaL S=5E




The project: 4 Petabytes incoming!

e Business Context
7 Company acquisition: wultinationald { dzLJS NXillar@ 2id¢Eompany
acquired a large oil and gas companyn A ftd s@e&igthen its portfolio

Objectives o Challenges
1 Limited timeframe

1 Merge, reconcile and rdistribute _
OilCo had over 20 years of legacy data

Information assets
Deletion of norentitled datasets T 300m+ unstructured files (4 Pb) in two
locations (3Pb and 1Pb split)

Deriving value from data i _
I Non-connected infrastructures
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Goals and Requirements

e Goals
1 Organise and make available high value information from OilCo

| Maintain business continuity

Requirements
1 Manage project
1 Communicate with all stakeholders
1 Create searchable, integrated index of 300 million + items
T CAYRYE LINAZ2NARGAAS YR fF0St WAYT2NXI GA2Y
approach)
1 Transport Migration and Archive packages to destinations
1 Build new environment for incoming information
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Approach

wPO,P1, P2 priorities
Prioritise

LoadSearch -

: wVirtual wPoint
wMigrate
wNetwork 03 gre folders forward
drives wArchive Dash IM
(Isilon) wDelete R
) boards ) approachj

F { A NHzagraphsbased Irfondatidid Management solution for Oil and Gas

v FI_ARE Copyright © 2019, Flare Solutions Limited



Infrastructure, accessibility and sheer scale meant a pragmatic
approach to disk scanning was required

Disk areas prioritised in 3 groups: PO, P1 and P2

Disks scanned for main file/folder attributes from the Isilon system

No checksums were calculated

No content reading / scraping

i{OFry FAESAa NMzy GKNRdAdAK Cfl NBQa v/ L

FLARE



Scan Loading

The qualitycontrolled scans were loaded into a graph database system that allowed the original
disk structures to be visualised and analysed. URLs link to the disk files.

The 300m+ items were organised based on client requirements into different disk areas on a
tabbed interface. Each community can gain access to what they need. Tabs visible based on user.

I abs Data Management Field Gathers Geophys Geophysics GIS N: PDD N Drive O Drive Petrophysics Petrophysics NEW Seis Survey

Disk Folder Structure - Contents and Search Results
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The 300m+ items were organised into different areas on a tabbed interface

Initially searching used string matches on path/file names
1 The key benefits are speed, document counts;upk and folder search/distribution

| The results surprised the cliegtable to search the entire data set in seconds

Search display:

T [L{¢LbDY GKS FlIYAfAIN WNBadzZ da tAadAY3IQ SAGK f A
results.

T 5L{¢wL. | ¢LhbY 6 K S N&m Ndzudz miGa 3y aiyifigyNeyfebsahHUIRMYAS J | &
aSl NOK NbkadzZ Ga A gesighedibyrFandhifQvistiallylhiy@idhtedkivhiéhldiak areas
contained the bulk of the search results, facilitating the partitioning of the disk content.
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Flare Folder Search Results

Number of search results

5| File count: in folder/all files

Cumulative file size

AN

|

/

SUERRE BB R FIMMEEL Wil DataManagement  Field  Gathers  Geophys “Geophysis  &is ([ [l [l FIR WU N:POD  NDrive ODrive /Petrophysics  Petrophysics NEW  Seis  Survey
Document folders Scheduled publishing Publishing rules Contents (18039) Treemap Pack Duplicate check Allocation |Pruning
View columns v =S porosity| Qx| 2 Tagging ¥ ¥ Files (] Folders (] Children
() Folder (1 items selected) (search : porosity) # File size . Author = Date Pa | As File size
[ FITHIN ” | (13039) 0/ 64,509,724 898.56 T8 5 = I DA S
(13039) 0/ 64,509,724 898,56 T8 o & Wil 01:0ct.2018 wno0ks 4l
it . \ \ 4 E R016 177 M8
(13039) 0/ 64,509,724 898.56 T8
(7486)0/60.128.400 — O ¢ [l (13039) 0/ 64,509,724 898.56 TB pot7 22908
(683) 0/ 44,306 13378 8 4 ‘, " fl 2018 24818
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‘ i R 0| & f 11 (49) 0/ 220,233 2.047TB bo1s e
52,113 1367468 T Ml (I 2018 10143 kB
H 044 836G8 1= >
Disk Folder Structure:: - it (39)0 /71,727 69318 Py e
e 180778 T O 7 d} | 2018 3.20M8
1,882 7.03 GB D l | “ 016 0bytes
| (21)0/130,971 13478 D , ‘ ’ {7} 4 _ll’ 592,500 480 TB E 016 LSitn
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“ | {1)4 /18,59 19141?5 O > I 6j1,077 935 GB 018 P
il 0/2 795168 0 v i o018 .
(210) 52,140,806 702978 ‘ L 35.17k8
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MAD Partltlonlng

7 ~

| a SR . I,\ R N 3 K R NE I—J“ AY v ? { \L,IJ 13039)0/ 64509724 8985618 G % ?2 t
WF2f RSNJ KASNI NOKé f Aa0ac( 7456) 0/ 60,125,440 a0 T8 RA alj
StrUCtu re) (683) 0/ 44,306 1.33TB
. Fa1St GeLSé& | NB WaAINIC 149)0/ 220,233 2.04T I NOKA &
I YR WhHesE SUSQ 0 0 (39)0/ 71,727 69378 M
The baskets are permanent, and record . e

1 what information has been selected 0 S

T what process is to be carried out

Unallocated

The overall progress of each disk area is
monitored to measure project progress

The resultant lists are passed on to the IT service
group to carry out the required action
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Migrate

Delete
Archive

4 /'7
)
4
4
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@ Reception of Incoming Data

Supermajor regional office received their Migrated data and loaded to new Team Drives.
Windows for working files, Unix for application data

Data for Migration to other Supermajor business regions was channelled through a centralised
data handling group

wSIA2Y It 2FFAOS-RINAIGEOQ FHR Yy &6 NREFEV'E 2 dzND S 4
1 Migrated data from the 4Pb drivesin original structure

Study groupg Ay WO2YLI y& &l yRFINRQ &GN &

T In-situ, ongoingwork¢h £ 42 Ay WO2YLI ye aidl yk HzO (1 dzNB

Approx. 40m files

m Migrated = Studies = Local
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Restructuring with Virtual Folders

Sirusfolders representing Isilon structure

Resulting folder structure a mix of

YWOZ2YLIJ ye ail yRI
came from Migration

5SOA&aA2yYy YIRS
F2f RSNJ a0 NHzO G dzNJ

. and create higHevel additions |
in Flare Sirus using virtual folders

A virtual folder shows content whichis | =« _
tagged with specific, standardised PR
metadata Sirus : MapS1.pdf
Wel NBSGQ T2f RSNA Virtsdy ™
tagged using a mix of methods : folders
1 Manually c—
1 Automatically mcre— R

13
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Outcome so far

I Users have access to multiple data sets with one search
I Successful integration with minimal disruption

I PO and P1 migration completed over-an®nth period

I P2 is pardcomplete and ongoing

I Audit record of what happened to 300m files

I New Regional Team Drive

1 has stayed operational throughout
T KFda 0SSy WiA@S a0FyySRQ | YR A &o-ddiided ydzzdzat & Y2y Al

I Have built a foundation for moving forward

FLARE



Index and tag team drives using standardised terms from a set of taxonomies (actually an ontolog)
TW 33aS30Q GFLE2y2YASa 2F 6Stfaxr FAStRaz tAO0SyoOSacx
T W 2yGSEGQ GlIE2y2YASa o0laSR 2y RSEAOGSNIOfSa 062N
1 All taxonomies hierarchical, inteelated and include synonyms

Tagging

Manual

Business Rules

Inheritancec see below

Automaticc joint analytics / ML program to improve accuracy and capabilities

Continue drive monitoringp capture any changes on the file system

| ARS Wdzy AYUSNBAaAUAYIQ | NBI &

Modelling key processes

1 Identify deliverables by process step

T{AYLX AFeée GF3IIFIAy3T dzaAy3d RN}IIKRNRBLI YR AYKSNAULl YC
I Simultaneously track progress of project vs deliverables

FLARE



Project controls

1 Develop a bespoke way to keep a track of progress accounting for large data volumes

I Partition the data and prioritise based on business negnsolve endusers

Be selective to avoid information overload

52y QU0 KIYyRfS SOSNRBUOUKAYZ
Work at folder, not file-level where appropriate

W| A R YeQel dpdidation files

Big networkbased data sets (100m files / Petabytes)
1 Require a fast search systemative file systems often too slow/inflexible to be practical

I Indexing files and moving to alternative storage takes a LOT of time

FLARE



Learnings (i)

Keep it simple

Milliseconds count! Use the fastest, simplest methods initially

T Use more complex methods progressively

T 52y Qi

iIncrementally

Folders

I A Yreasoadble endeayeurs then improve

—==

1 Useful for_projecthased working, but need augmentlng with
YSGFIRIFEGE YR WaYl NI Q
enterprlseW|de storage.

Deletion

ASINDKAy3Id C2f RSNE

1 Data past their retention period or no longer useful should be
deleted, but must know what you have in order to do thigood
metadata is essential, especially pefatward

« FLARE

Keep a record of what has been deleted
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Legacy and Point Forward Information

Legacy Legacy - TODAY - Point Forward

Data 1

Volume

t

Knowledge
of Data

Work so far has been on the legacy information: this system index will stay in place to provide an
historical searching capability and audit record of what was done

I Other legacy/current information sources are being tagged to provide an integrated search across
multiple information systems

Large, often poorly structured data sets with little metadata
Original creators are gone! Automate as much as possible
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Legacy and Point Forward Information
) Point Forward

1 Creators are in placeopportunities for knowledge capture
T Opportunity to create bettesstructured, highetvalue data sets

152y Qi NBfeée 2y T7TedskR®dnheadadiizgsinodNiBual foldérs2to/cieate alternative
views, dashboards and support searching

T!YRSNAEGIYR O2yOSLIi 2F WAYT2NXIGA2Y 202S00aQ (K
1 Add standard metadata to support management and searching

Legacy - TODAY - Point Forward

A

Data
Volume

A

Knowledge
of Data
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Benefits and Enablers

® Benefits @ Enablers
Unified corporate information assets 1 Graph Database

e
e ¢SHFYaQ AYF2NNIUAZ2Y YSSRa ¢ o520 T
addressed 5| ¢.N § A
e Rapid search capabilities o| ¥ |
. . £ | InfiniteGraph
e Custom views 5 The Graph
e Virtual folders L Database Space
e Information objects < o
¢ {SINDK WAy F2t{RSNEQ 6RA&GNKOdS| w Y
N 2 g o n AllegroGraph
e Hiding uninteresting FlockDB .
e Foundation for the future! eé Graph Storage Native

e Integration, support analytics

: : : : .. Metadata tags
This project was dealing with traditional . J :
companybased infrastructure, but the Oil and Gas taxonomies
approach is relevant to Clotlshsed T Asset et
environments T Context Q) Taxonomy
e Can you easily move 4Pb of content and T Other taxonomies
' ? .
its metadata from AWS to Google Cloud- I Holistic IM approach

20

v FI_ARE Copyright © 2019, Flare Solutions Limited



Thank you for listening. «pFLARE
Any guestions?

Flare Solutions Limited
3, Acorn Business Centre, Northarbour Road,
Cosham, Portsmouth, PO6 3TH, UK

Dave Camden
Director Tel: +44 203 397 7766

Fax: +44 870 460 2543
d.camden@flaresolutions.com

+44 7703 234 891 enquiries@flaresolutions.com
+44 1892 785 007 www.flare-solutions.com
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